ABSTRACT
Learn-to-rank techniques have been successfully applied to fault localisation to produce ranking models that place faulty program elements at or near the top. Genetic Programming has been successfully used as a learning mechanism to produce highly effective ranking models for fault localisation. However, the inherent stochastic nature of GP forces its users to learn multiple ranking models and choose the best performing one for the actual use. This train-and-select approach means that the absolute majority of the computational resources that go into the evolution of ranking models are eventually wasted. We introduce Ensemble Model for Fault Localisation (EMF), which is a learn-to-rank fault localisation technique that utilises all trained models to improve the accuracy of localisation even further. EMF ranks program elements using a lightweight, voting-based ensemble of ranking models. We evaluate EMF using 389 real-world faults in Defects4J benchmark. EMF can place 30.1% more faults at the top when compared to the best performing individual model from the train-and-select approach. We also apply Genetic Algorithm (GA) to construct the best performing ensemble. Compared to naively using all ranking models, GA generated ensembles can localise further 9.2% more faults at the top on average.
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1 INTRODUCTION
The growing complexity of software systems, coupled with increasingly shorter release cycles, means that developers have to debug more complicated faults in shorter time. Fault localisation has been widely studied to reduce the burden of debugging: it is a technique that aims to automatically identify the program elements that are responsible for the observed failure [37]. A common approach is to rank program elements according to their relative suspiciousness, i.e., the relative likelihood of each program element being responsible for the failure. A wide range of techniques have been studied. Spectrum Based Fault Localisation (SBFL) uses a risk evaluation formula to convert program spectrum (the combination of test results and test coverage) to relative suspiciousness of each program element [7, 18, 25, 38]. Mutation Based Fault Localisation (MBFL), on the other hand, utilises mutation analysis to either measure the similarity between mutants and the observed failure [26], or to identify potential partial fixes [16, 24].

Recently, a growing body of work has successfully reformulated fault localisation as a learning problem: instead of manually designing a specific technique, the new approach is to try to learn the best ranking model that can place the faulty program element as near as the top, using provided failure data. Various forms of learning have been tried, including evolving individual risk evaluation formulae [41, 42], learning the best linear combination of multiple formulae [39], and learning ranking models that use multiple data sources such as program spectrum, invariant information, and static code features [1, 31]. Genetic Programming has been successfully applied both to evolve individual risk evaluation formulae [41, 42] and to learn larger ranking models that combine multiple risk evaluation formulae and other features about source code and change history [31]. Due to the inherent stochastic nature of GP, users of these techniques are typically expected to evolve (i.e., learn) multiple formulae or models and choose the best performing one. We hereafter call this approach train-and-select. As with many other applications of evolutionary computation in software engineering, the train-and-select approach for fault localisation results in a large amount of wasted fitness evaluation, as the models not selected by the user are simply discarded.

The motivating question for our work is whether we can utilise these discarded models, as well as the computational resources that go into their fitness evaluation, to improve the current train-and-select approach. We introduce EMF, a voting-based ensemble technique that uses multiple ranking models to produce a single final ranking. EMF takes individual ranking models, and aggregates

---

1 The human competitiveness of GP as a way of designing risk evaluation formulae has been acknowledged by the ACM SIGEVO HUMIES Award Silver Medal in 2017.
their results using various voting schemes. The use of stochastic learn-to-rank models with the train-and-select approach results in diversity among the ranking models as a natural by-product. We wish to exploit the diversity among the otherwise discarded models. While the wasted fitness evaluation observed in GP motivates our work, EMF is not specific to GP and can take individual ranking models generated by any other learn-to-rank techniques into its voter ensemble.

Our empirical evaluation compares the performance of EMF to the results obtained by individual ranking models used by EMF. For participating individual ranking models, we implement and evaluate the state-of-the-art GP based fault localisation technique, FLUCCS, as well as models generated by Gaussian Process Models (GPM), and Support Vector Machine (SVM). We evaluate multiple voting schemes to investigate the most effective way of aggregating results of participating ranking models. Finally, we investigate whether we can generate the best ensemble, i.e., whether we can improve EMF even further by choosing the individual models that take parts in the ensemble using Genetic Algorithm (GA). All empirical evaluations are performed using the 389 real-world faults from Defects4J repository [19]. The results show that, when compared to the best individual ranking model in the whole pool, EMF can rank 30.1% more faults at the top than the ranking model.

The technical contributions of this paper are as follows:

- We introduce EMF, a new fault localisation technique that uses voting based ensemble to utilise multiple ranking models. This allows us to utilise the ranking models that would be otherwise discarded in the train-and-select approach, which is commonly adopted by both GP and other stochastic learn-to-rank techniques.
- We present an empirical study of EMF using the 389 real-world faults in Defects4J. EMF can place at most 30.1% more faults at the top, when compared to the chosen ranking model from the train-and-select approach.
- We further show that Genetic Algorithm (GA) can successfully construct the best ensemble out of the available individual ranking models. The constructed ensemble can rank 9.2% more faults at the top when compared to the default EMF model that uses all given individual models.

The rest of paper is organised as follows: Section 2 explains the overall architecture of EMF and three voting schemes of EMF. Section 3 describes the ensemble construction method using two algorithms. Section 4 introduces our research questions. Section 5 presents the set-ups for empirical evaluation, the results of which are discussed in Section 6. Potential threats to validity are considered in Section 7. Section 8 presents the related work and Section 9 concludes the paper.

2 EMF: ENSEMBLE MODEL FOR FAULT LOCALISATION

This section explains how EMF aggregates the results of individual ranking models using a voting based ensemble.

2.1 Overall architecture of EMF

EMF takes a set of individual ranking models for fault localisation as input: EMF itself consists of ranking and voting phase. The ranking phase is simply when all participating ranking models compute rankings for the program elements of the System Under Test (SUT). In the voting phase, each ranking model casts votes for program elements based on its own ranking. EMF uses plural voting: all participating ranking models cast votes to all program elements ranked from 1 to $k$-th places. The reason for the plural voting scheme is as follows. The participating models are generated by learn-to-rank techniques that seek to minimise the average loss, i.e., to rank faulty program elements in the training datasets as near the top as possible. The optimisation for the average, coupled with stochastic nature of some of the learn-to-rank techniques, means that there is no guarantee that all faults will be ranked at the top. By adopting plural voting, we wish to increase the probability of the faulty program element getting at least one vote. We call any program element that has received at least one vote by participating ranking models a candidate. In principle, using larger $k$ increases the probability of having the actual faulty program elements among the candidates.

2.2 Voting Schemes

The default voting scheme for EMF is that all program elements ranked up to $k$-th place by individual ranking models receive one vote. We call this the basic voting scheme, denoted by $V_\text{BASIC}$. EMF that uses $V_\text{BASIC}$ is called as EMF$_\text{B}$. Under $V_\text{BASIC}$, each program element $m$ receives the following final number of votes, $b_m$, from the pool of all individual ranking models, $R = \{r_1, \ldots, r_n\}$:

$$b_m = \sum_{r_i \in R} v(r_i,m), \quad \text{where} \quad v(r_i,m) = \begin{cases} 1 & \text{if } r_i \text{ voted for } m \\ 0 & \text{otherwise} \end{cases}$$

We propose two additional voting schemes to deal with one weakness of the basic scheme, $V_\text{BASIC}$, which is that the scheme is prone to producing ties in the final, aggregated ranking. Ties are in general harmful to fault localisation, as it forces the user to examine more program elements when considering the ranking of program elements. The occurrence of ties with $V_\text{BASIC}$ is partly because each individual ranking model gives the equal one vote to all of its $k$ candidates. A candidate ranked higher by an individual ranking model should receive more votes than those ranked lower.

The first alternative scheme is $V_\text{TIE}$, which considers the number of tied program elements in the ranking produced by the individual model. In $V_\text{TIE}$, individual ranking models cast fewer votes to program elements that are tied. When $n$ program elements are tied at the same rank, we assume that all $n$ elements are equally likely to contain the fault, and make the individual ranking model to cast $\frac{1}{n}$ vote to each of the tied elements. Similarly, in $V_\text{RANK}$, individual ranking models cast $\frac{1}{n}$ vote to a program element ranked at the $j$-th place.

Let $R = \{r_1, \ldots, r_n\}$ be the pool of all used ranking models: given a program element $m$, $r_i(m)$ returns the rank of $m$ according to $r_i$, and $\text{tie}(r_i, m)$ returns the number of program elements placed at the same rank as $m$ by $r_i$ (including $m$ itself). Under $V_\text{TIE}$, the number of votes $m$ receives, $b_m$, is defined as:

$$V_\text{TIE} : b_m = \sum_{r_i \in R} \frac{v(r_i,m)}{\text{tie}(r_i,m)}$$

The second alternative scheme, $V_\text{RANK}$, considers the rank assigned by the individual model. Under $V_\text{RANK}$, the number of votes
receives, \( b_m \) is defined as:

\[
V_{\text{RANK}} : b_m = \sum_{r_i \in R} \frac{v(r_i, m)}{r_i(m)}
\]

\( V_{\text{TE}} \) and \( V_{\text{RANK}} \) can be considered as variations of weighted voting. In weighted voting, each voter has a different weight, or influence, over the final decision. \( V_{\text{TE}} \) and \( V_{\text{RANK}} \) voting scheme represent the different weights as different amount of votes. Variations of EMF using \( V_{\text{TE}} \) and \( V_{\text{RANK}} \) are called EMF\(_T\) and EMF\(_R\), respectively.

3 ENSEMBLE CONSTRUCTION USING GA

While the core strategy of EMF is using multiple ranking models instead of choosing a single best one, it is also possible for EMF to have too many participating individuals. Suppose there are several ranking models that vote for the same non-faulty program element. If the combined votes from these models outnumber the votes the real faulty element receives, the final rank of the real faulty element will be sub-optimal. An ideal ensemble is not the one that contains the largest number of participating individual ranking models, but the one whose aggregated results place the largest number of real faulty elements at the top.

To construct better performing ensembles, we apply two widely studied algorithms: greedy algorithm and Genetic Algorithm. The goal is to formulate an ensemble that would allow EMF to locate as many faults near the top as possible. Let \( E \subseteq R \) be a subset of ranking models in the pool (i.e., an ensemble), and \( F \) be a set of faults to be localised. An ensemble \( E \) is scored using the number of faults in \( F \) that \( E \) places within the top \( n \) (this is a widely used evaluation metric for fault localisation, called acc\(_n\); see Section 5.2 for more details). The score function \( \omega_n \) for \( E \) against \( F \) is simply:

\[
\omega_n(E, F) = \text{acc}_n(E, F)
\]

We use \( \omega_n \) as the fitness function for the GA based ensemble construction, as well as the fitness function for the GA examined ranking model, is used as a baseline.

3.1 EMF with Greedy Algorithm

Greedy algorithm aims to approximate a global optimum by making the best-at-the-time choice at each decision point greedily. Greedy algorithm has been studied in context of Next Release Problem [2, 3], as well as test suite minimisation [32]. We use \( \omega_n \) function above to guide the decisions. Starting with the ranking model that produces the highest \( \omega_n \) score, the greedy algorithm iteratively extends the ensemble by examining ranking models in the descending order of their \( \omega_n \) scores: a new ranking model is added to the ensemble if and only if \( \omega_n \) score of the ensemble increases after addition. The algorithm is therefore deterministic against a fixed pool of ranking models and a fixed set of faults, and terminates after considering all ranking models in the pool.

3.2 EMF with Genetic Algorithm

Genetic Algorithm (GA) has been successfully applied to many software engineering problems, such as test data generation [11, 33] and test case prioritisation [8, 23]. When applied to the ensemble construction, each chromosome in GA represents a single ensemble and a population of ensembles is maintained during the search. We use \( \omega_n \) as the fitness function for the GA: GA evolves ensembles to have a higher fitness score and returns the ensemble with the highest fitness value after a predefined number of generations. Unlike the greedy algorithm, which is a constructive heuristic, GA is free from premature commitment to a voter (i.e., if a combination of two or more voters is more successful than having a single voter that is better than others, it is possible for GA to identify the most successful combination, while the greedy algorithm simply commits to the single voter.)

3.3 EMF with Random Construction

Both the greedy algorithm and GA aim to select a subset of ranking models (an ensemble) from the pool of all models. A random construction method, which randomly decides whether to keep each ranking model in the ensemble, is used as a baseline.

4 RESEARCH QUESTIONS

This paper poses the following research questions.

RQ1. Effectiveness: RQ1 asks whether EMF is more effective at localising faults than the train-and-select approach that trains multiple models with the aim of minimising the average loss and subsequently chooses the best performing ranking model. RQ1 is answered by comparing EMF to the ranking models chosen from the train-and-select approach using the evaluation metrics (see Section 5.2).

RQ2. Voting Scheme: RQ2 asks how much impact the different voting schemes have on the localisation effectiveness. To answer this, we compare the results of EMF\(_R\), EMF\(_T\), and EMF\(_F\) against each other.

RQ3. Ensemble Construction: RQ3 asks whether an active ensemble construction can improve the performance of EMF. The empirical evaluation compares the results from the ensembles constructed by the greedy algorithm and the GA to the results generated by the entire pool of ranking models as well as to the results of randomly constructed ensembles. We use Vargha-Delaney A\(_12\) statistic [34] to inspect whether the performance difference between the ensemble construction and its baselines holds statistical significance.

<table>
<thead>
<tr>
<th>Table 1: Subject software systems and their faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project</td>
</tr>
<tr>
<td>Commons Lang</td>
</tr>
<tr>
<td>Commons Math</td>
</tr>
<tr>
<td>Joda-Time</td>
</tr>
<tr>
<td>Closure Compiler</td>
</tr>
<tr>
<td>Jfreechart</td>
</tr>
<tr>
<td>Mockito</td>
</tr>
</tbody>
</table>

5 EXPERIMENTAL SETTINGS

5.1 Subjects

The empirical evaluation uses version 1.1.0 of Defects4J [19], a real-world fault benchmark, to evaluate EMF: this version contains 395 real world Java faults collected from six open source projects.
EMF performs method granularity fault localisation on Defects4J benchmark. Among 395 faults, 389 faults are actually used in the study: the remaining six faults are excluded due to the following reasons: exclusion due to failure to compile (one fault), exclusion due to faults being out of the scope of the project code base (one fault), and exclusion of the methods that cannot be directly invoked by JVM instructions such as class initialisation methods (four faults). We also exclude methods that are not executed by any test cases from the scope of localisation.

A total of 91 ranking models have been generated as individual participating models, using FLUCCS [31] with four different learn-to-rank algorithms: Genetic Programming (GP), 30 with Gaussian Process Modelling (GPM), and Support Vector Machine (SVM). With stochastic algorithms (GP, GPM, and RF), we train 30 different ranking models. SVM, on the other hand, is deterministic and produces a single ranking model. For GP, DEAP [9], a Python evolutionary computation framework, is used. We use GPy [13] for GPM and sklearn [4] version 0.19.1 for RF. RankSVM, which depends on LibSVM [5], is used for SVM. With GP, we evolve a formula with which we rank program elements, using the average rank of faulty program elements in the training data as the fitness. With GPM, RF, and SVM, we perform the ordinal regression by first training classifiers and subsequently using the probability of each of the program elements to be faulty to rank them.

### 5.2 Evaluation metric

We use acc@n and wef* for the analysis of EMF, following existing work [1, 31, 39]. The use of these metrics follows the guideline suggested by Parnin and Orso [1, 27], describing the actual efforts and time needed for the target fault. In EMF, the fault is considered being localised if it is included in the final output of EMF, which is a list of candidates sorted in descending order of their obtained votes. We include the number of localised faults (nf c) as an additional evaluation metric, for EMF does not guarantee the localisation of faults.

#### 5.2.1 Accuracy (acc@n).

acc@n counts the number of faults localised within top n elements. For n, we use 1, 3, and 5. If there are more than one element responsible for the fault, we use the one ranked the highest to compute acc@n.

#### 5.2.2 Wasted Effort (wef*).

The traditional wef metric measures the amount of effort wasted on inspecting non-faulty elements; it counts the number of non-faulty elements that developers have to examine before meeting the faulty one. Similar to acc@n, when there are multiple faulty elements, we only consider the one ranked the highest. Because the final result produced by EMF is a ranking of candidates only, it is possible that the actual faulty program element is not included in the result. Hence we use wef*, which is wef measured against the ranking of the candidates.

#### 5.2.3 Number of Faults among Candidates (nf c).

wef* alone does not reflect whole localisation effectiveness, as EMF may be entirely missing a fault from its final result of candidate ranking. To complement wef*, we measure how frequently EMF succeeds to include the actual faulty elements in its ranking, using nf c. nf c counts the number of faults that are also candidates.

### 5.3 Configuration

We use ω1 for both the greedy and GA-based ensemble construction, i.e., we seek to construct an ensemble that maximises acc@1. For all construction algorithms, we use a binary string of length 91 to represent the ensemble. GA-based construction has been implemented using DEAP [9], a Python evolutionary computation framework, to implement GA. We use the consecutive mating2, single point crossover with crossover rate of 0.8, and single bit-flip mutation with mutation rate of 0.2. The population size of GA is 64; when formulating the next generation of population, we choose the best 64 individuals out of the combined parent and offspring generations containing 128 individuals. The stopping criterion is after 50 generations.

### 5.4 Validation

To avoid overfitting and to make the most of the given training data, we use ten fold cross validation. We divide the 389 faults into ten folds as evenly as possible. Subsequently, each fold becomes the test data when evaluating EMF trained using the remaining nine folds. The entire process from the training of the individual ranking models to the final voting of EMF and the ensemble construction is conducted as a ten fold cross validation.

Due to the stochastic nature of GA and random, we repeat the ensemble construction 20 times for both algorithms. Evaluation on these algorithms will be performed on the average of the results from these 20 repetitions.

### 6 RESULTS AND ANALYSIS

This section presents the results of our empirical evaluation along with answers to research questions set in Section 4.

#### 6.1 RQ1. Effectiveness

Table 2 contains both the results of the best ranking model with the smallest average wef labelled BEST3, and the results of EMF with k = 1, 3, 5 to align the ensembles with our choice of evaluation metric, acc@n with n = 1, 3, 5. Fig. 1 presents details about the number of faults localised at each of the top ten ranks. Overall, EMF outperforms the best ranking model at locating faults within higher ranks regardless of k, placing up to 28 (19.6%) more faults at the top (EMF3). On the other hand, nf c for EMF3 is 308, which means that 81 faults (20.8%) are missed from the results. This is because EMF only ranks the candidates, i.e., the program elements with at least one vote. If no participating ranking model votes for the root cause of a specific fault, EMF cannot include it in its ranking. However, we argue that actual faulty program elements that are not candidates will be equally harder to localise for individual ranking models, and EMF does not introduce any additional weakness.

Note that nf c increases as we increase k: nf c for EMF3 is 308, but nf c for EMF5 is 366. A larger k naturally results in more candidates, which in turn increases the probability of the faulty program

2Following a random order in the population, pairs of two consecutive individuals are selected as parents: this is effectively the varAnd implementation in DEAP (see https://deap.readthedocs.io/en/master/api/algos.html).

3Out of ten best ranking models selected, nine are GP models, and one is an SVM model.
elements being one of the candidates. However, since the $V_{\text{BASIC}}$ voting scheme assigns one vote to all candidates, regardless of their original ranking generated by individual ranking models, the larger $n_f c$ does not always lead to more faults ranked at the top. With more candidates, the actual faulty program element may get tied with others, or even ranked lower than common mistakes. The results support this suspicion: the total $acc@1$ is 171 when $k = 1$, but it decreases to 166 when $k = 5$. We try to fix this using $V_{\text{TIE}}$ and $V_{\text{RANK}}$, the results of which are discussed in Section 6.2.

Answer to RQ1: EMF$_B$ outperforms the best individual ranking model, placing 28 (19.6\%) more faults at the top. By using a larger $k$ value, EMF$_B$ overcomes its inherent weakness in $n_f c$ while still excels in placing more faults within higher ranks, compared to the best ranking model.

### 6.2 RQ2. Voting Scheme

Table 2 presents the results of EMF with EMF$_{B1}$ and EMF$_{R1}$ with $k = 1, 3, 5$. While there are a few configurations that perform worse than their counterpart EMF$_B$ (e.g., EMF$_{B3}$ with $k = 3, 5$ produces lower $acc@5$, and EMF$_{R3}$ produces lower $acc@3$), both EMF$_T$ and EMF$_R$ improve performance compared to EMF$_B$ in most cases; e.g., EMF$_{B3}$ localises 20 more faults (12.0\%) compared to the top EMF$_B$. The mean $wef^{*}$ also decreases for both EMF$_T$ and EMF$_R$ with all $k$ values studied.

Another improvement that has been shown in both EMF$_T$ and EMF$_R$ is that $acc@1$ no longer decreases when using a larger $k$. On the contrary, EMF$_T$ and EMF$_R$ rank more faults at the top from using a larger $k$: EMF$_{T2}$ places 13 (7.5\%) more faults at the top than EMF$_{T1}$, and EMF$_{R2}$ places 6 (3.5\%) more faults at the top. Compared to BEST, the amount of performance improvement EMF$_T$ and EMF$_R$ provide is even greater, as they place 43 (30.1\%) and 34 (23.8\%) more faults at the top with $k = 5$, respectively.

![Figure 1: BASIC_k, TIE_k, RANK_k, and BEST represent EMF$_{B1}$, EMF$_{B3}$, EMF$_{R1}$, and the ranking model selected from the train-and-select approach using $wef$ as a loss function, respectively. Each bar in the histogram indicates the number of faults placed at a specific rank (x axis) from using a specific variation of EMF. The order of EMF's variations is BEST, BASIC_k with $k = 1, 3, 5$, TIE_k with $k = 1, 3, 5$, and RANK_k with $k = 1, 3, 5$. Generally, EMF outperforms BEST, placing more faults at the top. TIE_k and RANK_k improve the effectiveness of EMF even further.](https://example.com/figure1.png)

While both EMF$_T$ and EMF$_R$ produce significant improvement over EMF$_B$, we note that the difference between these two models are of a smaller scale. EMF$_T$ tends to place more faults at the top when compared to EMF$_R$; for example, EMF$_{T3}$ puts nine more faults at the top than EMF$_{R3}$. Even when EMF$_{B3}$ and EMF$_{R3}$ produce higher $acc@5$, their mean $wef^{*}$ values are larger than those of the corresponding EMF$_T$-conformations. Fig. 1 presents an overview of the impact of $V_{\text{TIE}}$ and $V_{\text{RANK}}$. Compared to EMF$_B$, both EMF$_T$ and EMF$_R$ put more faults at the top, which is likely due to the fact that these voting schemes are less prone to generate ties.
Answer to RQ2: Both EMF_T and EMF_R improve the performance of EMF by localising at most 20 (12.0%) more faults at the top. Compared to the best individual ranking model from the train-and-select process, EMF^k_T increases acc@1 by 43 (30.1%), highlighting the benefit of EMF over the train-and-select approach. Between EMF_T and EMF_R, EMF_T ranks more faults at, or near, the top, generally resulting in larger acc@1 and smaller wef^* than EMF_R.

Table 3: Evaluation results of EMF^k_T and EMF^k_R with the ensembles constructed by the greedy algorithm. Compared to Table 2, the greedy algorithm fails to formulate better performing ensembles for EMF^1_T, EMF^2_T, and EMF^3_T. For EMF^k_T, it finds a relatively effective ensemble that increases acc@1, acc@3, and acc@5.

<table>
<thead>
<tr>
<th>Project (# Faults)</th>
<th>k</th>
<th>acc @1</th>
<th>acc @3</th>
<th>acc @5</th>
<th>wef^* @1</th>
<th>wef^* @3</th>
<th>wef^* @5</th>
<th>nfc</th>
<th>V_Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (389)</td>
<td>1</td>
<td>156.180</td>
<td>292.249</td>
<td>2.41</td>
<td>119.98</td>
<td>176.18</td>
<td>156.18</td>
<td>0.58</td>
<td>190.19</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>156.180</td>
<td>292.249</td>
<td>2.41</td>
<td>119.98</td>
<td>176.18</td>
<td>156.18</td>
<td>0.58</td>
<td>190.19</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>156.180</td>
<td>292.249</td>
<td>2.41</td>
<td>119.98</td>
<td>176.18</td>
<td>156.18</td>
<td>0.58</td>
<td>190.19</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>156.180</td>
<td>292.249</td>
<td>2.41</td>
<td>119.98</td>
<td>176.18</td>
<td>156.18</td>
<td>0.58</td>
<td>190.19</td>
</tr>
</tbody>
</table>

Table 4: Evaluation results of EMF^k_T and EMF^k_R with the ensembles constructed by GA. Compare to Table 2, acc@1/3/5 and acc@1/3 increase for EMF^k_T and EMF^k_R with all k values studied, respectively.

<table>
<thead>
<tr>
<th>Project (# Faults)</th>
<th>k</th>
<th>acc @1</th>
<th>acc @3</th>
<th>acc @5</th>
<th>V_Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (389)</td>
<td>1</td>
<td>156.180</td>
<td>292.249</td>
<td>2.41</td>
<td>119.98</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>156.180</td>
<td>292.249</td>
<td>2.41</td>
<td>119.98</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>156.180</td>
<td>292.249</td>
<td>2.41</td>
<td>119.98</td>
</tr>
</tbody>
</table>

Figure 2: Each bar in the histogram indicates the number of faults placed at a specific rank (x-axis) from a specific variation of EMF. Only the resulting ensemble construction via GA are presented here. The order of EMF's variations in the histogram is best, TIE_k with k = 1, 3, 5, TIE^k_k with ensemble construction (GA_TIE_k), RANK_k with k = 1, 3, 5, and RANK^k_k with ensemble construction (GA_RANK_k). Overall, GA formulates more effective ensembles, pushing up faults placed at lower ranks to higher ranks.

6.3 RQ3. Ensemble Construction

Table 3 and Table 4 describe the results of ensemble construction using the greedy algorithm and the genetic algorithm respectively. Due to the space restriction, the paper only contains the results with k = 1 and 3: the full results can be found at https://figshare.com/articles/EMF_pdf/7665467.

From the results, we conclude that the greedy construction produces mixed results. While the greedy construction improves acc@1, acc@3, and acc@5 of EMF^k_T respectively by eight (4.4%), three (1.2%), and seven (2.5%) when compared to using all ranking models, acc@n results deteriorate in all other cases. We do note that wef^* decreases, but suspect that this is because the ensembles constructed by greedy are failing to include harder-to-localise faults in their results, as evidenced by lower nfc values. Since the greedy algorithm is deterministic, it produces a single ensemble for each of the six configurations (V_Rank and V_Rank, each with k = 1, 3, 5), resulting in six ensembles. The sizes of these ensembles range from 1 to 23, the mean being 12.5.

Table 4 presents the results of GA based ensemble construction: due to stochasticity, all values in Table 4 are the average of 20 replications. Compared to the results without ensemble construction in Table 2, acc@1 and acc@3 of both EMF^k_T and EMF^k_R increase. While the improvements in acc@1 and acc@3 have been observed at both k values (1 and 3), the benefit of applying the ensemble construction is more noticeable when k = 1, especially in the case of EMF^1_T: on average, 15.95 (9.2%) more faults are placed at the top (acc@1) by EMF^1_T when using the ensemble constructed by GA. The
ensemble improves acc@5 of EMF_R by 8.75 (3.1%). However, overall, the differences in acc@5 are relatively small, ranking between 1.85 and 3.5 faults except in the case of EMF_R. In general, the advantage of using the GA based ensemble construction becomes less noticeable as n of acc@n increases. We repeat GA based ensemble construction 20 times for each of the six configurations (V_{TH} and V_{RANK}, each with k = 1, 3, 5), resulting 120 ensembles. The sizes of these ensembles range from 25 to 44, the mean being 34.4.

We note that the increase of acc@1 for EMF_R comes at the cost of the decrease in nf_c by 8.1. Since constructed ensembles are more selective (i.e. fewer participating ranking models), they tend to produce fewer candidates, which results in lower nf_c. However, our expectation with constructed ensembles is to filter out misinformed voters that may promote non-faulty program elements higher than the actually faulty one, rather than to localise more faults. The increase in acc@1 suggests that our motivation for ensemble construction (see Section 3) is justified.

Comparison with the random baseline, presented in Table 6, further shows that GA is capable of constructing better ensembles. The ensembles constructed by GA outperforms random ensembles with respect to both acc@n (n = 1, 3, 5) and nf_c: EMF_R ranks up to 16.65 (9.6%) more faults at the top when using ensembles constructed by GA.

When compared to results obtained using the entire pool of ranking models in Table 2, the performance of random ensembles is comparable to the performance of all ranking modes in both EMF_T and EMF_R: the difference in acc@n is at most 6.95 (acc@5 in EMF_R), and is equal to or smaller than three in two thirds of the cases. We repeat random ensemble construction 20 times for each of the six configurations (V_{TH} and V_{RANK}, each with k = 1, 3, 5), resulting 120 ensembles. The sizes of these ensembles range from 36 to 52, the mean being 46.9.

Table 5 presents the effect size of acc@1 measured in A_{12} statistic. Here, an effect size larger than 0.5 means the ensemble construction shows better performance than its baselines, which are either using all ranking models (all) or random ensemble construction (random). Since the all configuration and the greedy ensemble construction are deterministic, we repeat their acc@1 20 times to compute the A_{12} statistic. The results show that A_{12} effect sizes are all significantly higher than 0.5 for GA based ensembles, suggesting that the improvements are statistically significant.

Answer to RQ3: GA can successfully construct ensembles that improve EMF: GA based ensembles can place, on average, 15.95 (9.2%) and 16.65 (9.6%) more faults at the top than the entire pool of ranking models and randomly constructed ensembles, respectively. The effect sizes measured by A_{12} statistic show that the improvements are statistically significant.

### 7 THREATS TO VALIDITY

Threats to internal validity concern whether our implementation and experiments are done correctly. The fault data we used are from Defect4J, which have been widely investigated in many studies [1, 30, 43]. The learn-to-rank algorithms are all based on existing open source frameworks [5, 9, 13, 17]. For statistical analysis, we use R version 3.4.4 with package effsize version 0.7.1.

Table 5: Comparing performance of EMF with the ensemble construction using either the greedy algorithm or the GA to its baselines, EMF without ensemble construction (all) and with random ensemble construction (random), by measuring effect sizes of acc@1 in A_{12} statistic. The ensemble construction with GA outperforms all and random in all cases.

<table>
<thead>
<tr>
<th>Voting scheme</th>
<th>k</th>
<th>Greedy Algorithm vs. all</th>
<th>GA vs. all</th>
<th>GA vs. random</th>
</tr>
</thead>
<tbody>
<tr>
<td>V_{TH}</td>
<td>1</td>
<td>0.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9962</td>
</tr>
<tr>
<td>V_{RANK}</td>
<td>1</td>
<td>0.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Table 6: EMF_T and EMF_R with the random construction: acc@n and nf_c show slight decrease when compared to Table 2, which contains the results of using all ranking models.

<table>
<thead>
<tr>
<th>Project (n Faults)</th>
<th>acc@1</th>
<th>acc@3</th>
<th>acc@5</th>
<th>nf_c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lang (63)</td>
<td>40.1</td>
<td>53.0</td>
<td>54.45</td>
<td>56.25</td>
</tr>
<tr>
<td></td>
<td>37.65</td>
<td>53.05</td>
<td>56.95</td>
<td>62.7</td>
</tr>
<tr>
<td>Math (105)</td>
<td>45.65</td>
<td>65.6</td>
<td>75.95</td>
<td>84.7</td>
</tr>
<tr>
<td></td>
<td>44.2</td>
<td>64.8</td>
<td>75.1</td>
<td>93.5</td>
</tr>
<tr>
<td>Time (26)</td>
<td>10.95</td>
<td>18.95</td>
<td>18.6</td>
<td>18.6</td>
</tr>
<tr>
<td></td>
<td>11.75</td>
<td>18.13</td>
<td>19.0</td>
<td>21.6</td>
</tr>
<tr>
<td>Closure (133)</td>
<td>49.9</td>
<td>70.15</td>
<td>77.85</td>
<td>78.4</td>
</tr>
<tr>
<td></td>
<td>51.45</td>
<td>74.05</td>
<td>86.0</td>
<td>105.7</td>
</tr>
<tr>
<td>Chart (26)</td>
<td>18.0</td>
<td>20.20</td>
<td>20.25</td>
<td>20.9</td>
</tr>
<tr>
<td></td>
<td>16.6</td>
<td>21.83</td>
<td>22.75</td>
<td>24.85</td>
</tr>
<tr>
<td>Mockito (36)</td>
<td>7.85</td>
<td>19.85</td>
<td>21.95</td>
<td>26.5</td>
</tr>
<tr>
<td></td>
<td>13.65</td>
<td>22.9</td>
<td>26.1</td>
<td>32.4</td>
</tr>
<tr>
<td>Total (389)</td>
<td>172.45</td>
<td>245.55</td>
<td>268.95</td>
<td>294.45</td>
</tr>
<tr>
<td></td>
<td>175.3</td>
<td>254.73</td>
<td>285.9</td>
<td>340.73</td>
</tr>
</tbody>
</table>

One inherent limitation of EMF is that it may completely fail to include some actual faulty program elements in its results. This is because EMF only includes candidates ranked sufficiently high by individual ranking models in its result. The nf_c results in Section 6.3 show that this does happen. However, overall, we argue that the improvements in the number of correctly localised faults compensate for this loss.
Threats to external validity in EMF include any potential bias in the selection of subjects, faults, and algorithms used in EMF. While 389 faults from Defects4J are from real-world, these faults are all written in Java, restricting our claim only to Java faults. EMF uses four different learning algorithms, GP, GPM, SVM, and RF. While these algorithms have been investigated in the context of learn-to-rank techniques [12, 14, 21, 41], other learn-to-rank algorithms may have different impact on the performance of ensembles. The results of GA based ensemble construction depend on our choice of GA configuration and parameters. While we cannot guarantee that our choice of GA parameters is the optimal one, our main purpose here is to show that the performance of EMF can be further improved by ensemble construction via GA, and not to tune the GA to its optimal performance.

Threat to construct validity has to do with whether our evaluation are related to the claim that we intend to validate. We use absolute metrics, such as acc@n and wef, to measure the performance of EMF. These metrics are count-based and thought to be closely correlated to the actual localisation effort required from human developers [27].

8 RELATED WORK
The core idea behind EMF is closely related to fault localisation as a learn-to-rank problem, and to various attempts to maximise the utility of fitness evaluations in SBSE.

8.1 Fault Localisation Techniques
Spectrum Based Fault Localisation (SBFL) has been widely studied in fault localisation [37]. A variety of SBFL formulae, including Tarantula, have been developed [7, 25, 36]. In addition to manually designed SBFL formulae, Yoo used GP to evolve SBFL formulae automatically [41]; the technique was repeated 30 times to accommodate GP’s inherent stochastic nature. Recently, it has been proven theoretically that there is no greatest SBFL formula that can outperform all the others [42]. Reflecting this theoretical insights, many existing fault localisation works use multiple SBFL formulae. Xuan and Monperrus suggested a new fault localisation technique called MULTRIC, which learns how to combine 25 well-known SBFL formulae using RankBoost [39]. Due to the stochastic nature of RankBoost, MULTRIC has been repeated 30 times. Sohn and Yoo introduced FLUCCS, a GP-based learn-to-rank fault localisation technique that uses multiple SBFL formulae as well as code and change metrics measured from the code under debugging [31]. Similar to [39, 41, 42], GP-based FLUCCS was run 30 times to adjust for its randomness. EMF is highly relevant to existing work that adopts the train-and-select approach, such as MULTRIC or FLUCCS.

While the current evaluation of EMF focuses on input features used by FLUCCS (i.e., program spectrum as well as code and change metrics), other techniques such as Information Retrieval (IR) [22, 37, 40], mutation analysis [16, 26], invariant mining [1], and program slicing [35] have been applied to fault localisation. Our future work will consider a wider range of participating ranking models for EMF.

8.2 Efficient Fitness Evaluations
In many applications of evolutionary computation, the major cost is the computational cost of the fitness evaluations that are spent to generate the single final solution. Consequently, there have been many attempts to reduce this cost. Fitness inheritance tries to assign, to an offspring, a fitness value that is not computed but inherited from its parents [6, 28, 29]. Cluster-based fitness evaluation first clusters individuals into several clusters, and computes fitness for only representatives of each cluster [20]. Compared to these, the aim of EMF is not to reduce the number of fitness evaluations, but to exploit already spent fitness evaluations to a better use.

In search based test data generation, collateral coverage refers to any structural coverage that has been achieved as a collateral while trying to cover a specific target. Harman et al., prioritised the order of source code branches with the hope of maximising the collateral coverage [15]. EvoSuite, a widely studied test data generation tool for Java, similarly seeks to actively exploit collateral coverage, so that it can generate smaller test suites with fewer fitness evaluations [10, 11]. The difference with EMF is that fault localisation does not have multiple targets (such as branches) that can be achieved as a collateral. Rather, EMF exploits the diversity that is the by-product of the stochasticity of learn-to-rank techniques.

9 CONCLUSION
We present EMF, a new fault localisation technique that utilises ranking models that would have been discarded if the user only kept the single best performing model. Instead, EMF uses a voting based ensemble model to utilise all models that are evolved or learnt. Through multiple voting schemes, EMF exploits the diversity in multiple models, and improves the accuracy of fault localisation at no cost. Furthermore, EMF can boost the localisation accuracy even further by constructing better performing ensembles using GA. The empirical evaluation of EMF, using 389 real-world faults from Defects4J, shows that it can significantly outperform the best model chosen from the train-and-select approach. Future work will consider a wider range of fault localisation techniques to be used with EMF.
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